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Is the future of QDA hybrid → human/AI teaming?

• How can we translate a theory-grounded codebook into a system prompt guiding the LLM?

• How do we evaluate the quality of the coding compared to human researchers?

• Since (like humans) LLMs are intrinsically variable in their coding, how do we understand and 

manage this variability?

• How can an LLM provide a transparent account of its inductive coding of a corpus so humans 

can understand it?

• How will human and machine analysts work together in the future, harnessing their respective 

strengths?

• What concerns do researchers have about automated coding, and can these be addressed?
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Context



Context 

Overall aim of project: 

To understand student uses of 

technology and perspectives on GenAI 



Context 

Purpose of this study: 

To examine the potential of LLM-based 

workflows to support the qualitative 

research process for researchers



Introducing: 

Theme Explorer

A trustworthy, LLM-

based tool for 

qualitative analysis



But first: What are the requirements for trustworthiness of an LLM-based 

qualitative analysis tool? 

Requirement 1: 
To maintain the integrity of coded textual extracts

• Verify that quotes are (i) not hallucinated and (ii) meaningfully classified

Requirement 2: 
To maintain the transparency of the coding

• (i) Explain rationale for coding and (ii) trace every code back to source data



Theme Explorer aims to…

● enhance the extraction, validation, and 

visualization of themes from learner-generated textual data 

while keeping the researcher at the center of 

extracting insights from the data



LLM workflow for inductive coding of transcripts
(Jupyter notebook calling institutional GPT-4 and Claude APIs)

Focus 

Group 

Transcripts

(Input text 

files)

Extract themes from 

each transcript

(Output json)

Prompt 1 Validate if quotes are 

extracted verbatim 

(Validated json)

Combine all 

themes 

(Concatenated 

json)

Find similar/ overlapping sub-

themes (merged themes) 

using clustering

Prompt 2
Validate if sub-

themes  are 

semantically similar

Create higher-level 

meta-categories

Prompt 3

Theme Explorer for human analysts to 

explore/edit themes + transcripts



Theme Explorer: interactive Sankey flow diagram 

UniversitiesTranscripts
Merged Themes from 

Transcripts
Categories from Merged 

Themes



Theme Explorer: interactive Sankey flow diagram 

Categories from Merged Themes



Theme Explorer: interactive support to explore the themes/sub-

themes/quotations/transcripts

Selecting a top level category to explore hyperlinked:

● rationale and keywords

● themes from which it was derived

● quotes from each focus group  transcript



Theme Explorer: interactive support to explore the themes/sub-

themes/quotations/transcripts

Selecting a quote displays it in context in the transcript 
(student names disguised)



Theme Explorer: human analyst can search transcripts for terms, and 

decide if they merit a new theme

Retrieved extracts from student transcripts: 

analyst selects relevant ones for new theme



Evaluation

Verifying and justifying 

key decisions in 

designing the workflow



Evaluation Method 1: LLM Performance Comparison found Claude 3.5 Sonnet 

identified fewer invalid quotes than GPT-4



Evaluation method 2: Theme interpretation found LLM’s output 

superior to traditional NMF / LDA



Discussion

What we learned, the 

limitations of this 

study, and future work



Key discussion points

● In-built validations were important for improving the performance of LLMs in the qualitative data 

analysis process

● Aiming for ‘verification’, rather than ‘validity’ and ‘reliability’ – a key characteristic of qualitative research

● But: LLMs may not be able to capture latent meaning

● Therefore, we argue it is best to work with AI to augment human intelligence



What’s next?



Future directions

● Usability for qualitative researchers

● Mitigating the propagation of LLM bias

● Validating coverage of themes through human-AI comparative analysis

● Moving towards an open source release within next few months
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GROPROE workflow (also the map for the presentation)



Methodology: Codebook creation
26

(Ahn and Davis, 2020)

Affective 
engagement

Sense of belonging

Interpersonal 
belonging

Academic 
belonging

Belonging to 
surroundings

Mattering as 
belonging

Expressing 
emotions



The coding tree
27

Literature 

sources used 

to identify 

indicators

From codes to indicators: Drawing on literature 

to ensure theoretical grounding of indicators 

for coding rigour



A substantial Cohen’s Kappa score of 0.74 was 

achieved for IRR 

Confirmation of Manual Coding of 
Sample Set



A typical piece of student writing x860 29

Automated deductive coding 

of 860 texts <8 hours

Within the next 2-3 years my career aspirations look like Buying the current company I am currently 

working at, growing my online e-commerce company that I have just built this year, that is a 

partnership, growing my event’s planning business that I have just started this year also and my 

long-term goal would be to have a hand in starting an organisation in saving and protecting not just 

children but adult sex trafficking victims. My goals to a stranger looking in may seem extreme and 

out of reach but for myself they are all thing I strive to achieve, and I will achieve, as I have a strong 

work ethic and am particularly passionate about all the goal’s I set myself and seeing any company, 

one of them through. The way I look at thing’s is every day you wake up is another day gifted to you 

and thus giving you another opportunity to go out into the world and build yourself a better life and 

help anyone you possibly can in the smallest way possible. Accounting has a large roll to play in 

everything I wish to achieve, as running any company, you can hire someone to do the accounting 

for you however you still want to have some sort of an understanding as to how they work and how 

to make it work better for yourself and your company. It can teach you how to leverage assets and 

control your spending habits. Learning how to use your money and spend it wisely can make or 

break your business. Now while I admit that accounting and numbers are not my strong suite, I 

endeavor to do my best to understand them as it makes me more of an asset to myself and my 

companies. In any field you work in accounting will have a role to play, weather you outsource it or 

do it yourself it’s going to be an inevitable part of your future. Now while it is something I will 

outsource or have someone do inhouse for myself, it will still be pivotal in the future health and 

growth of my business. Accounting will help develop Cost-effective ways of doing tasks, help track 

accounts and budgets, financial reporting, having a well-documented reports of all spending’s will 

help procure future loans and funds, keeping track of all expenditure throughout the month makes 

life simpler at tax time or at the end of every quarter. After careful evaluation and consideration of 

AAA I would say that I need to try and implement more study time and possibly a tutor in order to 

achieve a better understanding of the numbers side of accounting such as recording transactions as 

this is my number one struggle in AAA. Through working long hours and full time in numerous jobs 

at a time I can understand and appreciate the need for proper accounting skills, and just how 

important it is to any business foundation. 



Azure Playground and GPT 4: The initial process with 
LLM

30



LLM can explain its coding 31

QUOTATION

However, I opened up to some of my peers 
in the workshop about my worries and 
discovered they also find excel confusing. 
We decided to all meet at UTS in the week 
leading up to the exam and work together 
to figure it out.

INDICATOR OF 
AFFECTIVE 

ENGAGEMENT

feeling anxious

EXPERIENCING 
EMOTIONS - 
REASONING

The student is 
expressing their 

anxiety about the 
upcoming exam 

and their struggles 
with excel.



Structure of the system prompt 32

Specifying role & goal of the agent

Constraints: Instructions to prevent the AI 

from acting in unexpected ways

Describing each code with 

indicators, followed by examples

Step-by-step instructions to orchestrate the 

interaction with specific guidelines

I am inviting you to participate as a researcher in my research project. 

The objective is to analyse students’ written reflections on their 
emotional experiences while learning in a HIGHER EDUCATION 
environment. I have asked the students to share their reflections and 

feedback about their educational journey.



Validation of LLMs Outputs 33

A substantial Cohen’s Kappa 

score of 0.76 was achieved for 

IAR.



How confident can we be about the coding?
The Large Language Model Quotient

34

P(LLMq) =
n

=
Positive Responses

N Total Iteration

(Tai et al 2024) 
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LLMq for another reflective text
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(Tai et al 2024) 
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Aggregate LLMq across 20 texts for one code: 
Experiencing Emotions

36

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

10 20 30 40 50 60

L
L

M
q

Iterations

Experiencing Emotions

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20



Findings and Reporting



38LLM assisting change to prompt

Feeling 

Interested

Expressing 

Emotions

Academic 

Belonging

Feeling 

Interested
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A conversation with the chatbot

Interpretation of Results:

- LLM Sycophancy, a 
warning!
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A conversation with the chatbot, contd.,
Can you please tell why you put it there?
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Beware the sycophancy of chatbots…

Are you sure about this?

The literature now documents the bias in chatbots not to challenge the user (“LLM sycophancy”)
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The contributions from the study

1. GROPROE as a methodology for designing an LLM system prompt, 

grounded in a theory/framework, able to perform deductive coding with 

measurable consistency: internal (LLMq) and external (IAR)

2. A detailed worked example showing its application to student sense of 

belonging

3. Insights into human-AI interaction: the LLM agent as a new analyst 

contributing its perspectives



Limitations and Future Directions

43

Study Limitations

• Small human-coded sample size

• Technical limitations in the number of LLM coding iterations

Future Directions

• Verify that GROPROE generalizes to other research contexts

• Develop new Aggregate LLMq metrics

• Explore human/AI dynamics — is the future of QDA hybrid?
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Thank you

Ram Ramanathan (PhD candidate)

Email: Sriram.Ramanathan@student.uts.edu.au

LinkedIn: https://www.linkedin.com/in/ram-ramanathan-202118/
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